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If You Leave With Nothing Else...

- Most failures described here are attributable to basic security and privacy failures and poor coordination among organizational team members, not “advanced” threats
- Organizational controls are just as important as technical ones
- Stipulating to contract terms re: data protection that you can’t support will come back to haunt you
- Security + Privacy = Data Protection
- GDPR Art. 5 contains multiple “gotchas”
Who Enforces Data Protection Regulations?

- 28 EU member state supervisory authorities (ICO, CNIL)
- European Data Protection Board or EDPB (the former Art. 29 Working Party + European Data Protection Supervisor) is the developer of guidelines, e.g., WP248.
- European Commission
  - Fine vs. Facebook in the WhatsApp matter: €110M
- Court of Justice of the European Union
  - Max Schrems cases
- European Court of Human Rights
  - Addresses violations of the European Convention on Human Rights
  - U.K. lost a privacy case on Sept 13, 2018 in connection with surveillance on citizens revealed by Edward Snowden
  - Winners appealed to the Grand Chamber of ECoHR, ostensibly to end mass surveillance; hearing held in July of 2019

Case Study: Marriott/ICO/8 July 2019

- Based upon theft of their guest reservation database (originally Starwood’s)
- 300-500M customers, including 30M EU data subjects; potentially the largest of all time
- Likely GDPR sections implicated:
  - 5(1). Principles
  - 32. Security of processing
- Proposed fine: £99.2M
Case Study: Marriott/ICO/8 July 2019

Art. 5(1). Personal data shall be:

a) processed lawfully, fairly and in a transparent manner in relation to the data subject (‘lawfulness, fairness and transparency’);

b) collected for specified, explicit and legitimate purposes and not further processed in a manner that is incompatible with those purposes[.];

c) adequate, relevant and limited to what is necessary in relation to the purposes for which they are processed (‘data minimisation’);

d) accurate and, where necessary, kept up to date[.];

e) kept in a form which permits identification of data subjects for no longer than is necessary[.];

f) processed in a manner that ensures appropriate security of the personal data[.]

Art. 32. Taking into account the state of the art, the costs of implementation and the nature, scope, context and purposes of processing as well as the risk of varying likelihood and severity for the rights and freedoms of natural persons, the controller and the processor shall implement appropriate technical and organisational measures to ensure a level of security appropriate to the risk[.]
Case Study: Marriott/ICO/8 July 2019

Timeline:
- Marriott signed a merger agreement with Starwood hotels on November 15, 2015. Transaction closed on September 23, 2016
- Intrusion dates back to 2014, however
- Marriott’s investigation began September 8, 2018; notified the public on November 30

Personal data implicated:
- 300-500M records, including about 30M from EU data subjects
- Customer names, postal addresses, phone numbers, dates of birth, gender, email addresses, loyalty program account information, reservation information, five million unencrypted passport numbers, and eight million encrypted credit card numbers.

Post-breach:
- Marriott subsequently phased out the Starwood database and “improved its security”
- Also cooperated with the ICO
- Class action lawsuits filed in the U.S. in December of 2018 and thereafter; roughly 80 in total
  - Consolidated class action compliant is now IN RE: MARRIOTT INTERNATIONAL INC., CUSTOMER DATA SECURITY BREACH LITIGATION
Case Study: Marriott/ICO/8 July 2019

What went wrong? Per one lawsuit:

• A 2015 breach of Starwood’s point-of-sales (POS) system was incorrectly determined not to have impacted the reservation database;
• A security researcher found a SQL injection bug on a Starwood website, which was likely used to gain access to Starwood databases;
• Marriott’s own Computer Incident Response Team was compromised, and attackers gained access to their internal email accounts;
• A security researcher discovered that six starwoodhotels.com domains were controlled by a Russian botnet; and
• Starwood’s cloud portals [i.e., ServiceNow] had an easily guessable password, which could allow hackers to access business financial records, security controls, and booking information.

Case Study: Marriott/ICO/8 July 2019

What went wrong? Per another lawsuit:

• “[N]efarious actors had access to the [Starwood] guest reservation database since 2014—unfettered and allegedly undetected access for four years.”
• “Despite Marriott’s use of AES-128 encryption methods, the payment card numbers and payment card expiration dates may have been compromised, because the encryption method requires two components for decryption, and both may have been taken.”
Case Study: Marriott/ICO/8 July 2019

What went wrong?, continued:

• Marriott operated computer network systems with outdated operating systems and software;
• Failed to enable point-to-point and end-to-end encryption;
• Failed to detect intrusions dating back as far as 2014; and,
• Failed to take other measures necessary to protect its data network.

Case Study: Marriott/ICO/8 July 2019

What went wrong?, continued:

• “For the remaining approximately 173 million of the affected guests, the information was limited to name, mailing address, email address, and “other information,” that Marriott has not expanded upon or provided more details, leaving consumers without full knowledge of the extent of the breach of their information.”

• “Marriott, however, did not know the origin of or identify the hackers. In fact, Marriott has not fully assessed the scope of the attack, despite discovering the attack on September 8, 2018, and engaging ‘leading security experts.’”
Case Study: Marriott/ICO/8 July 2019

What went wrong? Per the consolidated class action:

• Per Starwood: “All Starwood owned web sites and servers have security measures in place to help protect your PII against accidental, loss, misuse, unlawful or unauthorized access, disclosure, or alteration while under our control. Although “guaranteed security” does not exist either on or off the Internet, we safeguard your information using appropriate administrative, procedural and technical safeguards, including password controls, “firewalls” and the use of up to 256-bit encryption[.]”

Case Study: Marriott/ICO/8 July 2019

What went wrong? Per the consolidated class action:

• Per Marriott: “Marriott uses ‘reasonable physical, electronic, and administrative safeguards to protect your Personal Data from loss, misuse and unauthorized access, disclosure, alteration and destruction, taking into account the nature of the Personal Data and the risks involved in processing that information.’”
Case Study: Marriott/ICO/8 July 2019

Lessons learned:

• When merging/acquiring, be skeptical; employ third-party due diligence.
• Use the “without undue delay” or 72-hour standard for breach notification.
• Have a clear idea what personal information you have.
• Privacy “policies” create significant exposure.

Case Study: British Airways/ICO/July 2019

• Based upon user traffic to the British Airways website being diverted to a fraudulent site.
• 380K customers affected
• Likely GDPR sections implicated:
  • 5(1)e. Principles
  • 32. Security of processing
• Proposed fine: £183.39M
Case Study: British Airways/ICO/July 2019

Personal information implicated?
• First, last names, addresses
• Credit card information, including CVV codes

What happened?
• Criminals broke into the baggage payment section of BA’s website
• Used “cross-site scripting” attack – 24 lines of code; also applied to mobile app
• Diverted payment data on its way to BA
• Went undetected for 15 days

Lessons learned:
• Being PCI-DSS compliant (assuming they were) did not help them
• Vulnerability scanning is essential to defeat cross-site scripting and SQL injection attacks
• Using same code to process transactions on both your website and mobile devices creates a single point of failure

Complete report from RiskIQ:
https://www.riskiq.com/blog/labs/magecart-british-airways-breach/
Case Study: Haga Hospital/Dutch DPA/July 2019

- 197 members of the hospital staff viewed the medical records of a Dutch celebrity, precipitating an investigation
- Violations of Art. 32
- Fined: €460K July 2019 plus 100K per week until the control weakness is fixed (i.e., a mandatory injunction)
- First GDPR fine for the Dutch DPA ("Autoriteit Persoonsgegevens")

What happened?
- No two-factor authentication for access to patient records
- No logging of access; do not meet the requirement of “systematic, risk-oriented or intelligent control” in light of the number of records processed

Lessons learned:
- Data protection risk assessment would have caught these weaknesses, as would an audit
- NIST 800-66 offers guidance on implementing HIPAA security and privacy rules
Case Study: Google/CNIL/21 Jan 2019

- Complaint filed with the CNIL by Max Schrems of NOYB.EU; filed on May 25, 2018
- Violations of:
  - Transparency
  - Necessary information
  - Consent
- Fined: €50M on 21 Jan 2019

Case Study: Google/CNIL/21 Jan 2019

- Transparency and necessary information
  - Essential information (purpose for processing, retention period, personal data used to personalize ads) is scattered across documents; requires multiple steps to accumulate everything
  - “[T]he processing operations are particularly massive and intrusive because of the number of services offered (about twenty), the amount and the nature of the data processed and combined.”
Case Study: Google/CNIL/21 Jan 2019

Mapping to the relevant GDPR sections:
• **Transparency and necessary information: Arts. 12 and 13.**
  • Art. 12: “The controller shall take appropriate measures to provide any information referred to in Articles 13 and 14 ... relating to processing to the data subject in a concise, transparent, intelligible and easily accessible form, using clear and plain language[.]”
  • Art. 13: “[T]he controller shall, at the time when personal data are obtained, provide the data subject with...the purposes of the processing for which the personal data are intended as well as the legal basis for the processing, ...the recipients or categories of recipients of the personal data, [and the]...fact that the controller intends to transfer personal data to a third country or international organization.”

Case Study: Google/CNIL/21 Jan 2019

Mapping to the relevant GDPR sections:
• **Consent:** Art. 6. Legal basis. Six types of legal bases:
  • Consent
  • Contract
  • Legal obligation
  • Vital interest of the data subject or someone else
  • Public interest
  • **Legitimate interest of the controller**
Case Study: Google/CNIL/21 Jan 2019

- **Consent**
  - This is the legal basis for processing in this case
  - Must be specific and unambiguous
  - "[I]n the section “Ads Personalization”, it is not possible to be aware of the plurality of services, websites and applications involved in these processing operations (Google search, You tube, Google home, Google maps, Playstore, Google pictures...) and therefore of the amount of data processed and combined.”
    - Fails the “specific” and “unambiguous” requirements.
  - Display of the ads personalization section is pre-ticked, which is a big no-no
  - GDPR requires specific consent for each purpose; here, one consent is for everything (ads personalization, speech recognition, etc.)

Case Study: Facebook and Cambridge Analytica /ICO/25 Oct 2018

- Oct, 25, 2018, the UK Information Commissioner's Office (ICO) fined Facebook £500,000 for lack of transparency and security issues relating to the harvesting of data.
- "Facebook... failed to keep the personal information secure because it failed to make suitable checks on apps and developers using its platform. These failings meant one developer, Dr Aleksandr Kogan and his company GSR, harvested the Facebook data of up to 87 million people worldwide, without their knowledge[.]"
Case Study: Facebook and Cambridge Analytica /ICO/25 Oct 2018

- Back in 2013, Dr. Aleksandr Kogan of Global Science Research Limited ("GSR") created an app that subsequently became known as “thisisyourdigitallife” for use in conjunction with the Facebook Platform.
- This app was able to obtain personal data from users and from their Facebook friends without their friends’ permission.
- Personal data collected:
  - Their public Facebook profile, including their name and gender.
  - Birthdate.
  - "Current city," if the user had chosen to add this information to their profile.
  - Photographs in which the users were tagged.
  - Pages that the users had liked.
  - Posts on the users' timeline.
  - News feed posts.
  - Friends lists
  - Email addresses
  - Facebook messages
Case Study: Facebook and Cambridge Analytica /ICO/25 Oct 2018

- By December of 2015, the app had been used by about 300k users worldwide
- Estimated number of people about whom the app collected personal data: up to 87M worldwide
- Data shared with:
  - Toronto Laboratory for Social Neuroscience, University of Toronto
  - Euonia Technologies, Inc: this is a marketing company based in Delaware, and may have been associated with SCL Elections Limited and Cambridge Analytica
  - SCL Elections Limited (which controls Cambridge Analytica)

- In May of 2014, Dr. Kogan gave to FB an “undertaking” that the app was only being used for research and not on a commercial basis. However, he did so in breach of that undertaking.
- On December 11, 2015, the Guardian newspaper revealed the commercial use – political campaigning – and FB terminated the app’s access rights.
- The ICO subsequently investigated and found violations of two data protection principles:
Case Study: Facebook and Cambridge Analytica /ICO/25 Oct 2018

DPA 1998: Personal information must:

- Art. 1: be fairly and lawfully processed
- Art. 2: be processed for limited purposes
- Art. 3: be adequate, relevant and not excessive
- Art. 4: be accurate and up to date
- Art. 5: not be kept for longer than is necessary
- Art. 6: be processed in line with the data subjects’ rights
- Art. 7: be secure
- Art. 8: not be transferred to other countries without adequate protection

GDPR:

- Art. 5(1)(a)
- Art. 5(1)(b)
- Art. 5(1)(c)
- Art. 5(1)(d)
- Art. 5(1)(e)
- Arts. 13-22 ("Chapter III")
- Art. 5(1)(e); Arts. 32, 24, 25, 28, 30, 34, 83
- Arts. 45-49

Case Study: Facebook and Cambridge Analytica /ICO/25 Oct 2018

- **DPP1:**
  - Unfair to friends of FB users; no way to know what would happen to their personal data based on “consent” from someone else;
  - The consent that took place was not “freely given, specific, or informed”
  - Therefore, no lawful basis for processing

- **DPP7:**
  - FB didn’t review the terms and conditions of the app to see if they were consistent with FB’s policies
  - FB didn’t take steps to monitor whether the app was being used in a manner consistent with its policies
Case Study: Facebook and Cambridge Analytica /ICO/25 Oct 2018

- Aggregate IQ in Canada implicated but has rejected ICO jurisdiction
- Parent company SCL Elections Ltd. criminally charged with failing to comply with an ICO enforcement notice and fined £15,000

- The FTC approved a fine of $5B in July of 2019 for the sharing of personal data to CA
- Was a violation of a 2011 consent decree which obligated FB to obtain express consent of users to share their personal information
Case Study: Uber/ICO/27 Nov 2018

- Between 13 Oct and 15 Nov of 2016, personal data of around 2.7M UK customers, including 82k drivers, was accessed and downloaded by attackers from a cloud-based storage system operated by Uber’s US parent company.
- “The ICO investigation found ‘credential stuffing’, a process by which compromised username and password pairs are injected into websites until they are matched to an existing account, was used to gain access to Uber’s data storage.”
- The customers and drivers affected were not told about the incident for more than a year.
- Uber paid the attackers responsible $100,000 to destroy the data they had downloaded.
- Fine: £385,000

<table>
<thead>
<tr>
<th>DPA 1998: Personal information must:</th>
<th>GDPR:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Art. 1: be fairly and lawfully processed</td>
<td>Art. 5(1)(a)</td>
</tr>
<tr>
<td>Art. 2: be processed for limited purposes</td>
<td>Art. 5(1)(b)</td>
</tr>
<tr>
<td>Art. 3: be adequate, relevant and not excessive</td>
<td>Art. 5(1)(c)</td>
</tr>
<tr>
<td>Art. 4: be accurate and up to date</td>
<td>Art. 5(1)(d)</td>
</tr>
<tr>
<td>Art. 5: not be kept for longer than is necessary</td>
<td>Art. 5(1)(e)</td>
</tr>
<tr>
<td>Art. 6: be processed in line with the data subjects’ rights</td>
<td>Arts. 13-22 (“Chapter III”)</td>
</tr>
<tr>
<td>Art. 7: be secure</td>
<td>Art. 5(1)(e); Arts. 32, 24, 25, 28, 30, 34, 83</td>
</tr>
<tr>
<td>Art. 8: not be transferred to other countries without adequate protection</td>
<td>Arts. 45-49</td>
</tr>
</tbody>
</table>
Case Study: Uber/ICO/27 Nov 2018

• Threat actors used “credential stuffing” against GitHub, on which Uber employees had accounts; i.e., trying different pairs of UserIDs and passwords stolen from elsewhere until they obtained access.
• From there, obtained credentials of Uber employees and compromised Uber’s Amazon S3 store and obtained records from about 32M users, including 2.7M U.K. users.
• Name, mobile numbers, email addresses, and some GPS data compromised.
• Actors demanded and received $100k
• Uber delayed notifying the ICO for a year

Failures include:
• No multifactor authentication (MFA) for use with GitHub; access credentials stored in plain text
• Devs used their personal email addresses as UserIDs
• No MFA for S3 accounts
• S3 account credentials were not rotated
• Uber treated the security failure as “bug bounty” instance rather than a crime
• No affected persons were notified; ICO found out via news reports
• Fine: £385,000
Case Study: Uber/ICO/27 Nov 2018

- **Mitigating factors:**
  - Uber UK was not aware of the security breach at the time it occurred
  - No evidence compromised data was used for criminal activities
  - Not compromised: trip location history, location over time, payment card numbers, bank account numbers, date of birth, or government or tax identifiers
  - Uber took prompt remedial action
  - Attack against GitHub rather than a failure of Uber’s systems

---

Equifax

- Two parties: Equifax Inc. (U.S.), the data processor and Equifax Ltd. (UK), the data controller
- Lost control of approximately 15M records of UK data subjects containing personal data between May 13 – July 30, 2017; “EIV” and “GCS” datasets
- Name, DoB, address, CC #, UID, PW, secret question, some payment amounts
- U.S. and UK data mixed
- CVE 2017-5638 took advantage of the Apache Struts 2 web application framework
- Fined £500,000, per 55A of the U.K. Data Protection Act 1998, for the 2017 breach – the maximum allowed
- Under GDPR it would have been up to $120M
Equifax – Timeline

- March 8, 2017: DHS US-CERT notifies Equifax of vulnerability in the Apache Struts 2 web application framework; Common Vulnerability Scoring System (CVSS) score: 10 (critical)
- March 9, 2017: Equifax Inc. notifies staff; consumer-facing portal not patched
- March 10, 2017: First “interaction using the vulnerability” takes place
- March 15, 2017: Equifax Inc. scans network looking for the vulnerability but misses it
- May 13 – July 30: Unauthorized access takes place
- July 29, 2017: Equifax Inc. discovers breach and takes portal offline
- August 2, 2017: Equifax Inc. engages Mandiant
- August 8, 2017: Equifax Inc. notifies the ICO of 15M records compromised
- September 7, 2017: Equifax Inc. notifies Equifax Ltd.

Equifax

<table>
<thead>
<tr>
<th>DPA 1998: Personal information must:</th>
<th>GDPR:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Art. 1: be fairly and lawfully processed</td>
<td>Art. 5(1)(a)</td>
</tr>
<tr>
<td>Art. 2: be processed for limited purposes</td>
<td>Art. 5(1)(b)</td>
</tr>
<tr>
<td>Art. 3: be adequate, relevant and not excessive</td>
<td>Art. 5(1)(c)</td>
</tr>
<tr>
<td>Art. 4: be accurate and up to date</td>
<td>Art. 5(1)(d)</td>
</tr>
<tr>
<td>Art. 5: not be kept for longer than is necessary</td>
<td>Art. 5(1)(e)</td>
</tr>
<tr>
<td>Art. 6: be processed in line with the data subjects’ rights</td>
<td>Arts. 13-22 (&quot;Chapter III&quot;)</td>
</tr>
<tr>
<td>Art. 7: be secure</td>
<td>Art. 5(1)(e); Arts. 32, 24, 25, 28, 30, 34, 83</td>
</tr>
<tr>
<td>Art. 8: not be transferred to other countries without adequate protection</td>
<td>Arts. 45-49</td>
</tr>
</tbody>
</table>
Equifax – Security Failures

As regards DPP5 [Personal information must not be kept for longer than is necessary]:
• Upon the migration of EIV from the US to the UK … it was no longer necessary to keep any of the EIV dataset[,] Despite this, the, relevant EIV dataset was not deleted in full from the US environment and/or the migration process was inadequate in this respect.
• In respect of the GCS dataset stored on the US system, Equifax Ltd did not appear to be sufficiently aware of the purpose for which it was being processed until after the breach.
• Equifax Ltd failed to adequately follow up or check to ensure that all relevant UK data had been removed from the US environment or to have in place an adequate process to ensure this was done.

Equifax – Security Failures

As regards DPP7 [Personal information must be secure];
• Equifax Ltd did not undertake an adequate risk assessment(s) of the security arrangements put in place by Equifax Inc before transferring data to it and/or following the transfer.
• The Data Processing Agreement 2014 between Equifax Ltd (as a data controller) and Equifax Inc (as a data processor) dated 23 October 2014 was inadequate in that it (i) failed to provide appropriate safeguards including but not limited to security requirements; and (ii) failed to incorporate the required standard contractual clauses.
Equifax – Security Failures

As regards DPP7 [Personal information must be secure]; Agreement between Equifax Ltd and Equifax Inc stating:
• “Industry-leading technical and organisational security measurers:
  the data importer is a leading credit reference agency with market-leading positions in a number of territories worldwide. It deploys extensive technical and organisational security measures to achieve robust information security and management practices. The data importer will apply the full range of corporate policies and procedures to the personal data.”

Equifax – Security Failures

As regards DPP8 [transfer to 3rd countries):
• (2) The Data Processing Agreement 2014 between Equifax Ltd (as a data controller) and Equifax Inc (as a data processor), was inadequate in that it failed to incorporate the required standard contractual clauses as a separate agreement and/or to provide appropriate safeguards for data transfers outside the EEA.
• (3) The Data Processing Agreement 2017 between Equifax Ltd (as a data controller) and Equifax Inc (as a data processor) was inadequate in that it failed to provide appropriate safeguards for data transfers outside the EEA.
• It is the Commissioner's view that the aforesaid breaches of DPP7 and/or DPP8 also amount to a breach of DPP1, in that the relevant data was not being processed fairly and lawfully.
Equifax – Security Failures

The aforesaid failures in relation to the GCS dataset also amount to a breach of DPP1 in that the relevant data was not being processed **fairly** and lawfully and a breach of DPP2 in that the relevant data was not being processed for any **specified and lawful purpose** at the material time.

---

Equifax – Security Failures

As regards DPP1 [Personal information must be *fairly* and lawfully processed]:

- Equifax suggested that informing data subjects that their **passwords would be stored in plaintext** form would have created a security risk. The Commissioner's view is that **this type of processing activity was an inappropriate security risk**, particularly given the state of the art and costs of implementation as regards appropriate technical measures to protect personal data, the resources available to an organisation of Equifax's size, and the nature of the processing it undertook.

- Especially in the absence of any stated good reason, **data subjects could not have anticipated that the processing of their data would involve the storage of passwords in plaintext form**, in breach of the company's Cryptography Standard.

- Having not been provided with the relevant information, **any consent given by data subjects could not be regarded as being adequately specific and/or informed**, as required under the Directive.

- On that basis, the Commissioner's assessment is that any consent relied upon by Equifax was invalid in this context, thereby amounting to a contravention of DPP1 in that the data was not **fairly and lawfully processed**.
Equifax – Penalty Calculation

The Commissioner considers that this contravention was serious, in that:
1. Equifax Ltd contravened multiple data protection principles.
2. The contravention entailed several systemic inadequacies in Equifax Ltd’s technical and organisational measures for the safeguarding of the relevant personal data. Cumulatively, this multi-faceted contravention was extremely serious.
3. A number of the inadequacies related to significant measures needed for a robust data management system, as outlined above.
4. The multiple organisational inadequacies were particularly problematic in light of, inter alia, the nature of Equifax Ltd’s business, the volume of personal data being processed, and the number of data subjects involved.
5. The Commissioner has not received a satisfactory explanation for those individual and cumulative inadequacies.
6. At least a number of the inadequacies appear to have been in place for a long period of time without being discovered or addressed.
7. The inadequacies put the personal data of millions of data subjects at risk.
8. The period of vulnerability for the affected UK data extended over an extended period of time and the data breach was not detected promptly. It was not reported to the Commissioner until over two months after the event.
9. In respect of the UK records that were compromised, there were and remain significant opportunities for misuse. The relevant personal data is liable to be useful to scammers and fraudsters.

The Commissioner has taken into account the following mitigating features of this case:
• The relevant data was, for the most part, not of itself highly sensitive in terms of its impact on data subjects’ privacy;
• The affected data subjects, as well as Equifax Ltd, have been the victim of the malicious actions of third party individuals;
• Equifax Ltd proactively reported this matter to the Commissioner, promptly after learning about it from Equifax Inc, albeit a significant time after the actual data breach;
• Equifax Ltd deleted at least some of the data remaining in the US environment following migration of EIV to the UK;
• Equifax Ltd and Equifax Inc took steps to minimise potentially harmful consequences such as engaging specialist IT security experts to manage the data breach, offering free credit monitoring services to UK data subjects affected by the breach, and working with the relevant regulators in the US, Canada, and the UK; and
• Equifax Ltd and Equifax Inc have implemented certain measures to prevent the recurrence of such incidents, for example Equifax Inc has increased system scanning capability and is now storing passwords within a cryptographic hash value, whilst strengthened procedures are now in effect.
Equifax – Penalty Calculation

The Commissioner has also taken into account the following aggravating features of this case:
- The security breach impacted many more individuals than just the UK data subjects. 146 million data subjects' personal data was compromised and the data of millions more was put at risk;
- Those risks appear to have persisted for a prolonged period of time given the systemic inadequacies identified above;
- Some of the failures concern failures to identify / ensure appropriate security measures such as implementation of patches and the encryption of personal data and the appropriate securing of passwords;
- The data breach exploited a known vulnerability and therefore could potentially have been prevented. In particular, the security breach arose out of a failure to implement a patch to the affected system(s) which it failed to identify as vulnerable; and
- Equifax Ltd's contractual arrangements with Equifax Inc were inadequate in material respects.

Equifax – FTC Investigation

Settlement with FTC and state attorneys general on July 22, 2019:
- Equifax will pay up to $525M for compensation
- Will also pay $175M to 48 states, D.C., and PR
- Will also pay $100M to the CFPB
Summary and Conclusions

Organizations:
• Do not understand the nature of personal data
• Do not know where personal data lies in their organization’s “information ecosystem”
• Do not know with whom data is being shared, inside or outside the organization
• Are not well prepared to legally share personal data
• Are not well prepared to address a data breach
• Are not able to focus team efforts to protect personal data

Summary and Conclusions

• No published audit guidelines from EDPB, nor is any on the horizon
• Security standards, guidelines, and frameworks such as ISO/IEC 27001/2, NIST 800-171, and CSC Top 20 can address Art. 32 and, indirectly, other articles that cite “technical and organizational” requirements
• Generally Accepted Privacy Principles (GAPP) can fill in some of the blanks
• Business partners (vendors, third parties, licensees, etc.) require vigorous policing
Thank you!

Scott M. Giordano
Scott.Giordano@Spirion.com
visit www.spirion.com

Resources

• GAPP:
  https://iapp.org/media/presentations/11Summit/DeathofSASHO2.pdf
• PMM:
## GDPR Complaints by Max Schrems (NOYB.EU)

<table>
<thead>
<tr>
<th>Company</th>
<th>Authority</th>
<th>Maximum Penalty</th>
<th>Complaint</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google (Android)</td>
<td>CNIL (France)</td>
<td>€ 3.7 M</td>
<td>PDF</td>
</tr>
<tr>
<td>Instagram</td>
<td>DPA (Belgium)</td>
<td>€ 1.3 M</td>
<td>PDF</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>HmbBfDI (Hamburg)</td>
<td>€ 1.3 M</td>
<td>PDF</td>
</tr>
<tr>
<td>Facebook</td>
<td>DSB (Austria)</td>
<td>€ 1.3 M</td>
<td>PDF</td>
</tr>
</tbody>
</table>